# [毫米波雷达与激光雷达融合相关工作](http://10.102.1.36:8091/pages/viewpage.action?pageId=1346822)

**相关工作**

本小节的目的是分享目前人们对于该融合问题的研究进展，提供一些了解的方向。

最早应用到车辆的距离感知设备就有毫米波雷达，它具有7x24，不受环境影响的高感知鲁棒性的特点。究其原因，是主动探测以及较长感知波段这两个特点给它带来的优势。与此同时，它的缺点则是，毫米波雷达无法具有衍射极限以下的空间分辨率（毫米级别），并且在波束控制方面对硬件设计要求更高。低成本毫米波雷达往往采用少量的发送接收天线[1]，通过锯齿波连续调频方式，把环境感知问题转换为环境目标动、静态感知问题。这样的做法很好地避免了感知时对波束空间宽度调制的要求，从被测目标运动速度来区分目标与环境。因此，对于这类型的毫米波雷达，更加直观的数据使用方式就是在目标级。

当然，目前也有不少工作开始关注毫米波雷达在生成目标之前的信号数据。希望其能够与其他更高粒度的传感器进行融合，在目标检测或者是可行驶区域分割等问题中表现出更好的效果。比较常见的方案是毫米波雷达与相机的融合，其中包含毫米波雷达角度-距离(range-azimuth)信号图与相机图像的融合[2,3]，以及毫米波点云与相机图像的融合[4,5]。当然，其采用的都是深度学习模型拟合的方案。针对目标检测任务，其设计了毫米波雷达与相机在不同空间维度下的融合方案。例如对数据预处理使双方数据都到达鸟瞰图下，之后采用两个分支的卷积神经网络对两个数据输入源进行特征提取，然后在高的特征维度空间将结果拼接后，再进行特征提取下采样后接上采样。最终连接目标检测任务输出头，得到输出的结果[3]。

针对自动驾驶对环境三维感知的高要求，目前也出现了4D毫米波雷达[6,7]。它们的特点是收发天线增多，发送波束宽度基本做到1°甚至更高。这样的做法让毫米波雷达能够在空间感知上做到更细的颗粒度，其感知结果可以不再是目标，而是环境的三维轮廓。这样的毫米波雷达目标则是代替激光雷达进行环境感知任务。

激光雷达与毫米波雷达的融合任务，本质上与相机与毫米波雷达融合并无两样，二者都属于针对某个任务（分类，目标检测，分割等）将不同空间采样颗粒度的数据进行融合的问题。其方法论基本满足这样的流程：数据预处理、特征空间对齐、融合逻辑、输出解码四个步骤[8]。数据预处理部分包括毫米波雷达的信号处理（即整体上称为3D-FFT的流程），激光雷达的信号处理（可输出为点云形式，也可以保留信号形式）。特征空间对齐需要克服很多来自不同传感器的挑战，首先是空间采样颗粒度的问题，其次是时间采样序列的对齐问题，另外还有传感器的失效数据问题，冲突数据问题，外点问题等。融合逻辑则是要充分考虑到数据的测量不确定度，将其建模量化，之后在某个贝叶斯推理融合框架下，对数据进行加权结合。最后一步则是从加权融合结果中解码对应任务的输出。例如针对目标检测任务，则是希望输出目标的位置，长宽高等。针对可行使区域检测，则是输出空间分割结果。

目前对于激光雷达与毫米波雷达的融合研究开展得并不多，并且受限于激光雷达的开源程度，大部分融合的输入源都是激光雷达点云与毫米波雷达信号[9,10,11]。但是这并不是关键，其本质上并不与毫米波雷达与相机融合有多少差别，并且也满足上述的数据处理流程。

公开的数据集如下：

Bijelic M.[11]等人在人工的大棚下进行了多传感器在雾气、下雨等可控条件下的实验，并发布了公共数据集。其同时公开的多传感器融合方案包含了更多的传感器（激光雷达，可见光相机，红外相机，毫米波雷达等）。另外它还公开了一个模拟点云受到雾气影响的计算模型。输入当前的雾气浓度，通过该模型，可以修改无干扰的激光点云成为受干扰点云。Valeo[10]发布了激光雷达，4d毫米波雷达与相机的开源数据集。标注了8252帧数据，但是标注形式是只有目标位置没有目标的尺寸结果。牛津大学[12]毫米波雷达数据集包含了navtech 360 radar，velodyne 32L lidar和相机。标注了8k+的2d，3d目标结果。科罗拉多大学[13]发布了矿坑的毫米波雷达激光雷达数据集。其主要针对的是定位与建图任务。其采用的毫米波雷达与我们的一样，是TI的级联2243毫米波雷达。

公开的方法如下：

Qian[14]等人使用了牛津大学数据集进行融合任务的研究。其借鉴了激光雷达与相机的前融合框架AVOD[15]，提出了名为MVDNet的融合目标检测网络。其通过先验框的方式，输入多帧，融合激光雷达点云与毫米波雷达信号，输出目标检测结果。该方法的问题是先验框使得模型对目标检测任务有强依赖性，无法修改为本文所需的点云输出任务（分割任务）。

针对激光信号去噪问题，MIT[16]采用了SPAD阵列对雾气中的目标进行了轮廓的去噪还原。其分别建立激光和雾气的先验模型，拟合数据分布后从噪声数据中将激光分布提取出来。实验表明其模型在一定的雾气浓度下具有肉眼可分辨的去噪能力。这个方法的问题是，测试在近场，另外这样的分布模型很显然并没有很好的泛化性。

另外，有一篇中文的论文[17]讨论了毫米波雷达与激光雷达的融合方法。它的方法更加直接，首先对双方的点云进行去噪，之后将噪声水平低的点云直接叠在一起，作为最终的输出。他通过slam任务验证了在这种处理方式下，受到烟雾噪声影响的数据建图结果比不处理要好。
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